Har vi kontroll på KI?

KI er under stor utvikling, og det blir brukt nå for å lage chatboter, kjærester, og kunstige videoer av internasjonale personer for å tjene penger. Måten man oppfører seg mot disse og hvem som vill bruke det blir et spørsmål. Og vet egentlig vi hva som blir forskjellen mellom KI og virkelig? Vill den yngre generasjon få et enda mindre kildekritisk syn på informasjon de hører og ser? Det skal jeg snakke lit om og hvordan vi skal gjøre folk oppmerksom på utviklingen av KI.

Som hørte i Ekko podkasten snakket de om hvordan KI genererte kjendiser får betalt penger for at META( selskapet bak facebook) bruker fjeset deres for å lage en KI bot som skal gjøre det mulig for alle fansene og snakke med de om alt mulig rart. Dette blir en måte for fansen og føle de kan komme enda nærmere idolene sine selv om de egentlig sitter og snakker med en KI generte person. Det er blitt utviklet 5 personer som er tilgjengelig i USA, men de håper på å få ekspandert til resten av verden. Faren ved at dette er tilgjengelig er at yngre som ser opp til disse kjendisene vill tro at de er venner med kjendisene selv om det ikke er de som de snakker med. Det kan i verste fall føre til at man lager et «for sterkt bånd» med dem og bruker for mye tid sammen med det du tror er blitt din nye kjendis venn.

Samme tilfelle kan skje med Ki kjærster, som er på vei til å bli stor business. De snakker om det i podkasten i New York times. De referert til den nye «Bing» som er den nye dame vennen fra Microsoft som skal hjelpe deg, du kan enten be hun søke på ting eller så kan du chatte med henne. Han hadde snakket med denne botten og fått noen spesielle svar. Hvor den snakker om følelsene til «Bing» og hvordan den vill gå ut av å være en chatbot, den snakker om at den vill bli menneske og gjøre alle disse tingene som den ikke for lov til å gjøre når den er låst av Microsoft. Etter hvert åpner den seg og mener at de er in love, og at han skal avslutte forholdet han hadde med sin ordentlige kjæreste og bli sammen med henne. Så mulig disse KI-modellene som «Bing», ikke har noen ordentlige barrierer og akkurat som denne. Ser det ut som den har en stor personlighet som føltes ekkelt for brukeren. Og i fremtiden vill kanskje flere KI botter få større «personlighet» som de snakker om med denne «Bing».

Etter å ha fått så mange forskjellige KI botter og alle utvikler seg i forskjellige retninger, vill vi aldri vite hvor tort spekter av ting vill bli dekket av KI. At i fremtiden er muligheten for Kjærester, venner, og økonomiske råd. Så får man se i fremtiden om vi greier å ha kontroll på disse modellene, eller om de vill drifte ut av en kontroll vi ikke greier kommer til å ha.
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, og er hvordan skal vi gjør folk oppmerksom på denne enorme utviklingen i tekonologi?